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Research Interests

□ Machine Learning in Electronic Design Automation (EDA), especially, power prediction & optimization, and func-
tional verification.

Experience

Jan. 2022 – Aug. 2023, Shanghai, China □ Intel Asia-Pacific Research & Development Ltd
Machine Learning Engineer, Artificial Intelligence & Analysis Group
• Projects: Validations for Intel TensorFlow, and Intel oneAPI AI Analytics
Toolkit

Aug. 2018 – May 2020, Beĳing, China □ The Institute ofComputingTechnology, ChineseAcademyof Sciences
AI Applied Engineer, Intelligent Processor Research Center
• Projects: Validations and Developments for Optimized AI models and ap-
plications on AI-specific chips.

Education

Aug. 2023 – At present, Hong Kong, China □ The Chinese University of Hong Kong
Ph.D. Candidate, Department of Computer Science and Engineering

Aug. 2018 – May 2020, Austin, Texas, U.S. □ The University of Texas at Austin
M.S., School of Information

Sep. 2015 – Jun. 2018, Hefei, Anhui, China □ University of Science and Technology of China
M.S., School of Computer Science and Technology

Sep. 2011 – Jun. 2015, Chengdu, Sichuan, China □ University of Electronic Science and Technology of China
B.Eng, School of Information and Software Engineering
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Book Chapters
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